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#### Abstract

We study the Hamiltonian of a two-level system interacting with a one-mode radiation field by means of the Wigner method and without using the rotatingwave approximation. We show that a phenomenon of collapses and revival, reminiscent of that exhibited by the Jaynes-Cummings model, takes place in the high-coupling limit. This process appears as irreversible or virtually reversible, according to whether the semiclassical regime is chaotic or not. Thus, we find a new mechanism for dissipation in the quantum domain.
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## 1. INTRODUCTION

Since the 1975 paper of Li and York $^{(1)}$ in which the term chaos was introduced, this dynamical concept has steadily found increasing application in understanding all manner of natural phenomena. ${ }^{(2-5)}$ Chaotic motion is an implicit property of nonlinear systems arising in discrete mappings ${ }^{(6)}$ and in continuous low-dimensional dynamical equations ${ }^{(7)}$ representing classical phenomena. Its precise mathematical definition is still somewhat flexible, but does entail a sensitive dependence on initial conditions for a deterministic, nonlinear dynamical system and solutions to these equations that are highly irregular, i.e., random. ${ }^{(8)}$ The macroscopic world of the weather, ${ }^{(9)}$ the heart, ${ }^{(10)}$ and the growth of populations ${ }^{(11)}$ all seem to be strongly influenced by chaos. Herein we use a model system to examine how chaos in the macroscopic domain manifests itself in the microscopic, which is to say how the system properties leading to the existence of chaotic solutions in the semiclassical description of the dynamics are manifest in the corresponding fully quantum mechanical description.

[^0]In Section 2 we apply the Wigner distribution method to the quantum system of a two-level spin coupled to a coherent field. The semiclassical equations for this spin-boson system can have chaotic solutions in certain parameter regimes. It is found that the Liowvillian determining the evolution of the Wigner distribution has two parts, one containing this semiclassical behavior and the other arising from purely quantum effects; the two effects compete against one another. ${ }^{(14,15)}$ A reduced Wigner distribution is introduced in Section 3 in order to provide a systematic approximation scheme for numerically integrating the quantum and semiclassical equations of motion. In Section 4 it is shown using the Lyapunov exponents that the spin-boson system is ergodic in the parameter regions where the solutions to the semiclassical equations are chaotic.

The numerical integration of both the exact quantum mechanical equations and the semiclassical equations for the spin-boson system is discussed in Section 5. Therein it is demonstrated by means of the entropy for the spin subsystem that the full nonlinear dynamic equations destroy the phenomenon of "collapse and revival" of the wave function, ${ }^{(16-20)}$ which suggests that chaos leads to quantum irreversibility, i.e., that quantum dissipation need not be a many-body effect, but can also be a manifestation of chaos in the quantum domain. ${ }^{(15)}$ In Section 6 we record the salient conclusions from the present investigation.

## 2. SPIN-BOSON HAMILTONIAN

Let us examine the application of the Wigner distribution method to a quantum mechanical system of sufficient complexity that its semiclassical equations of motion have chaotic solutions. We investigate one of the simplest such systems, the spin-boson Hamiltonian:

$$
\begin{equation*}
\hat{H}=-\frac{1}{2} \omega_{0} \hat{\sigma}_{z}+\frac{g}{(2 \Omega)^{1 / 2}} \hat{\sigma}_{x}\left(\hat{b}+\hat{b}^{\dagger}\right)+\Omega \hat{b}^{\dagger} \hat{b} \tag{2.1}
\end{equation*}
$$

where $\hat{b}\left(\hat{b}^{\dagger}\right)$ is the annihilation (creation) operator with commutation $\left[\hat{b}, \hat{b}^{\dagger}\right]=1 ; \hat{q}=\left(\hat{b}+\hat{b}^{\dagger}\right) /(2 \Omega)^{1 / 2}$ and $\hat{p}=i\left(\hat{b}^{\dagger}-\hat{b}\right)(\Omega / 2)^{1 / 2}$ are the coordinate and momentum operators of our oscillator with frequency $\Omega$; and $\hat{\sigma}_{x}$ and $\hat{\sigma}_{z}$ are spin matrices. Herein we study the dynamics of the spin-boson system with the initial condition

$$
\begin{equation*}
\hat{\sigma}_{z}| \pm\rangle= \pm| \pm\rangle \tag{2.2}
\end{equation*}
$$

and the boson field is a coherent state characterized by the average number of photons $\langle n\rangle$. The equations of motion for this system are analogous to the quantum optics model of Jaynes and Cummings (JCM) for a two-state
atom interacting with the single mode of an electric field ${ }^{(22)}$ in the rotating wave approximation (RWA) of (2.1). As written, (2.1) describes a spin-1/2 dipole in a single-mode magnetic field directed along the $z$ axis. A system of this kind has recently been studied by Graham and Höhnerbach. ${ }^{(23)}$ They show that a semiclassical approximation of this system exhibits chaotic dynamics for sufficiently strong coupling $g$. Similar results have been found by Belorov et al. ${ }^{(24)}$ and Milonni et al. ${ }^{(25)}$ A brief discussion of the present analysis has been given by Bonci et al. ${ }^{(15)}$

The question we address here is: What is the influence of the classically chaotic trajectories on the solutions to the Schrödinger equation?

We shed some light on this difficult question using the phase space methods of ref. 13. We extend the arguments used earlier ${ }^{(13)}$ so as to be applicable to the spin-boson problem. For this system the pseudoprobability function reads

$$
\begin{equation*}
\rho_{w}(\mathbf{x}, q, p ; t)=\int \frac{e^{-i \mathbf{k} \cdot \mathbf{x}}}{(2 \pi)^{3}} d \mathbf{k} \int \frac{e^{-(i q \alpha+p \tau)}}{(2 \pi)^{2}} d q d p F(\mathbf{k}, \alpha, \tau ; t) \tag{2.3}
\end{equation*}
$$

where $F(\mathbf{k}, \alpha, \tau ; t)$ is the quantum characteristic function defined by

$$
\begin{equation*}
F(\mathbf{k}, \alpha, \tau ; t)=\operatorname{Tr}\left\{e^{i\left(k_{1} \hat{\sigma}_{x}+k_{2} \hat{\sigma}_{y}+k_{3} \hat{\sigma}_{z}\right)} e^{i(\alpha \tilde{q}+\tau \tilde{p})} \hat{\rho}(t)\right\} \tag{2.4}
\end{equation*}
$$

where $\hat{\rho}(t)$ is the density operator for the complete system. Note that (2.3) and (2.4) extend the usual treatment of the Wigner distribution to include spin.

The variables $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right), p$, and $q$ are the phase-space variables associated, via a generalized Weyl rule, ${ }^{(21)}$ to the spin-boson operators: $\hat{\sigma}_{j} \rightarrow x_{j}, \hat{q} \rightarrow q$, and $\hat{p} \rightarrow p .^{(14,15)}$ The average values of these operators on the statistical system described by the density matrix $\hat{\rho}$ are given by

$$
\begin{align*}
\left\langle\hat{\sigma}_{j}\right\rangle(t) & =\int d \mathbf{x} d q d p x_{j} \rho_{w}(\mathbf{x}, q, p ; t)  \tag{2.5a}\\
\langle\hat{q}\rangle(t) & =\int d \mathbf{x} d q d p q \rho_{w}(\mathbf{x}, q, p ; t) \tag{2.5b}
\end{align*}
$$

The equation of evolution for the Wigner distribution (2.3) is given by

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho_{w}(\mathbf{x}, q, p ; t)=\left(\hat{\mathscr{L}}_{\mathrm{cl}}+\hat{\mathscr{L}}_{\mathrm{QGD}}\right) \rho_{w}(\mathbf{x}, q, p ; t) \tag{2.6}
\end{equation*}
$$

where, after some substantial algebra,

$$
\begin{align*}
\hat{\mathscr{L}}_{\mathrm{cl}} \equiv & \omega_{0}\left(x_{1} \frac{\partial}{\partial x_{2}}-x_{2} \frac{\partial}{\partial x_{1}}\right)+2 g q\left(x_{3} \frac{\partial}{\partial x_{2}}-x_{2} \frac{\partial}{\partial x_{3}}\right) \\
& +\Omega^{2} q \frac{\partial}{\partial p}-p \frac{\partial}{\partial q}+g x_{1} \frac{\partial}{\partial p} \tag{2.7}
\end{align*}
$$

and

$$
\begin{equation*}
\hat{\mathscr{L}}_{\mathrm{QGD}} \equiv g \frac{\partial}{\partial p}\left[\frac{\partial}{\partial x_{1}}-\frac{\partial}{\partial x_{1}} x_{1}^{2}-\frac{\partial}{\partial x_{2}} x_{1} x_{2}-\frac{\partial}{\partial x_{3}} x_{1} x_{3}\right] \tag{2.8}
\end{equation*}
$$

The operator $\hat{\mathscr{L}}_{\mathrm{cl}}$ is identical to the Liouvillian of a classical dipole interacting with a classical oscillator, i.e., this term alone corresponds to the semiclassical set of equations discussed by various authors. ${ }^{(26)}$ We refer to the calculations based on the study of the single trajectory solutions of the nonlinear dynamical equations as the semiclassical predictions. In this regard we point out a significant feature of the analysis that was apparently overlooked in previous investigations having to do with chaotic trajectories. ${ }^{(22-25)}$ These earlier studies focused on individual trajectories and gave them physical meaning; however, from (2.5) even when $\hat{\mathscr{L}}_{\text {QGD }}$ is neglected, it is only the ensemble that has physical significance, not the individual trajectories. ${ }^{(15)}$

The term $\hat{\mathscr{L}}_{\text {QGD }}$ in (2.8) has a number of significant implications. First of all, since spin does not have a classical analogue, the classical limit is not obtained by taking the $h \rightarrow 0$ limit as one would in a strictly $(q, p)$ system. Furthermore, the $\hat{\mathscr{L}}_{\mathrm{QGD}}$ operator does not explicitly contain $\hbar$. Second, $\hat{\mathscr{L}}_{\text {QGD }}$ has a diffusion-like structure, but the state dependence of the "diffusion coefficient" results in its not being positive-definite. It has recently been shown by Roncaglia et al. ${ }^{(14)}$ that if the oscillator is coupled to a heat bath so as to transmit to the spin- $1 / 2$ dipole standard thermal fluctuations, then this term results in the average value of the $z$ component of the dipole changing from a Langevin (classical) function to the hyperbolic tangent (quantum). In other words, this term, coined the quantization generating diffusion (QGD) by these authors, ${ }^{(14)}$ ensures that the dipole retains its quantum nature. The operator $\hat{\mathscr{L}}_{\text {QGD }}$ acts as an antidiffusional mechanism; it competes against thermal fluctuations and constrains the dipole, which otherwise would freely diffuse over all possible orientations, to vacillate between two possible orientations. It seems that in the absence of diffusion this term is inactive; it is only activated with the onset fluctuations, either thermally or chaotically induced.

The explicit form of the nonlinear equations of motion given by the Hamiltonian (2.1) is

$$
\begin{align*}
& \dot{x}_{1}=\omega_{0} x_{2} \\
& \dot{x}_{2}=-\omega_{0} x_{1}-2 g e^{\hat{f} t} x_{3} q \\
& \dot{x}_{3}=2 g e^{\dot{F} t} x_{2} q  \tag{2.9}\\
& \dot{q}=p \\
& \dot{p}=-\Omega^{2} q-g x_{1}
\end{align*}
$$

Note that these equations describe the evolution of the spin-boson system using the phase space variables and not the quantum mechanical operators. We now wish to solve these equations, at least within some systematic approximation scheme. A rigorous analysis of (2.9) could treat the terms

$$
e^{\hat{f t}} x_{3} q \text { and } e^{f t} x_{2} q
$$

as additional variables and in this way the dynamical equations for these variables would be extended to the same infinite set of linear differential equations that one would obtain using the Heisenberg picture. The most direct way to truncate the infinite hierarchy of linear differential equations is to make the following approximation:

$$
\begin{equation*}
e^{\hat{f}_{t}} x_{j} q \cong\left(e^{\hat{f}^{\prime}} x_{j}\right)\left(e^{\hat{f}_{t}} q\right) \tag{2.10}
\end{equation*}
$$

It is important to appreciate that although (2.10) resembles the semiclassical factorization

$$
\begin{equation*}
\left\langle\hat{\sigma}_{j} \hat{q}\right\rangle(t) \cong\left\langle\hat{\sigma}_{j}\right\rangle(t)\langle\hat{q}\rangle(t) \tag{2.11}
\end{equation*}
$$

it is in fact quite different. Equation (2.11) applies to the breaking of correlations in the averages over the quantum mechanical variables, whereas (2.10) applies the analogous factorization assumption to a single trajectory. Once we neglect the contribution of $\hat{\mathscr{L}}_{\mathrm{QGD}}$ in (2.10), the evolution of the quantum system evolves by means of $\hat{\mathscr{L}}_{\mathrm{cl}}$, the classical deterministic operator, only. Thus, in this approximation scheme the only difference between the classical and quantum systems is due to the fact that the quantum averages are obtained using the phase space averages, i.e., averaging the classical trajectories over the appropriate pseudo-probability density. We apply this approximation method to the spin-boson system. More specifically, we solve the classical system of equations (2.9) by numerical integration and average the classical trajectories over the proper distribution function.

To carry out the above program, we address the subtle problem of the form of the Wigner distribution for the spin-boson Hamiltonian. We analyze this in detail in the next section.

## 3. SPIN-BOSON REDUCED WIGNER DISTRIBUTION

The quantum mechanical density matrix for the spin-boson system is written as follows:

$$
\begin{equation*}
\hat{\rho}(t)=\frac{1}{2} \hat{\sigma}_{0} \hat{\rho}_{0}(\hat{q}, \hat{p} ; t)+\sum_{j=1}^{3} \frac{1}{2} \hat{\sigma}_{j} \hat{\rho}_{j}(\hat{q}, \hat{p} ; t) \tag{3.1}
\end{equation*}
$$

where $\hat{\sigma}_{0}$ is the $2 \times 2$ identity matrix, $\hat{\sigma}_{j}(j=1,2,3)$ are the Pauli spin matrices, and $\hat{\rho}_{j}(t)(j=1,2,3)$ are the reduced density matrices defined as

$$
\begin{align*}
& \hat{\rho}_{0}(t) \equiv \operatorname{Tr}_{\mathrm{spin}}[\hat{\rho}(\hat{\boldsymbol{\sigma}}, \hat{q}, \hat{p} ; t)]  \tag{3.2}\\
& \hat{\rho}_{j}(t) \equiv \operatorname{Tr}_{\mathrm{spin}}\left[\hat{\sigma}_{j} \hat{\rho}(\hat{\boldsymbol{\sigma}}, \hat{q}, \hat{p} ; t)\right] \tag{3.3}
\end{align*}
$$

If we substitute the density matrix (3.1) into (2.4) and then into (2.3) and use polar coordinates for the spin variables $x_{j}$, we obtain the most general Wigner distribution:

$$
\begin{align*}
\rho_{w}(\mathbf{x}, q, p ; t)= & \frac{1}{4 \pi} \frac{1}{x} \frac{\partial}{\partial x} \delta(1-x) \rho_{w, 0}(q, p ; t) \\
& -\frac{1}{4 \pi} \sin \theta \cos \phi \frac{\partial}{\partial x} \delta(1-x) \rho_{w, 1}(q, p ; t) \\
& -\frac{1}{4 \pi} \sin \theta \sin \phi \frac{\partial}{\partial x} \delta(1-x) \rho_{w, 2}(q, p ; t) \\
& -\frac{1}{4 \pi} \cos \theta \frac{\partial}{\partial x} \delta(1-x) \rho_{w, 3}(q, p ; t) \tag{3.4}
\end{align*}
$$

where

$$
\begin{equation*}
x=\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{3}\right)^{1 / 2} \tag{3.5}
\end{equation*}
$$

and the $\rho_{w j}$ are the contributions to the Wigner distribution associated with the reduced density matrices (3.2) and (3.3). Thus, it is straightforward to show that the time-dependent averages of interest are given by

$$
\begin{align*}
\operatorname{Tr}\left[\hat{\sigma}_{j} \hat{\rho}(t)\right] & =\int d q \int d p \rho_{w j}(q, p ; t), \quad j=1,2,3 \\
\operatorname{Tr}[\hat{\rho}(t)] & =\int d q \int d p \rho_{w 0}(q, p ; t) \\
\operatorname{Tr}[\hat{q} \hat{\rho}(t)] & =\int d q \int d p q \rho_{w 0}(q, p ; t)  \tag{3.6}\\
\operatorname{Tr}[\hat{p} \hat{\rho}(t)] & =\int d q \int d p p \rho_{w 0}(q, p ; t)
\end{align*}
$$

It is clear from (3.4) and the averages in (3.6) that the total Wigner distribution is primarily of mathematical interest only, while the physical
quantities of interest are obtained using the reduced Wigner distributions $\rho_{w j}$. Said differently, we cannot use (3.4) to numerically calculate the quantities of interest, whereas the reduced distributions in (3.6) directly lend themselves to computer calculations. To see this, we avoid using $\rho_{w}$ and determine the equations of evolution for the $\rho_{w j}$. First, we eliminate the nonphysical part of the Wigner distribution by integrating $\rho_{w}(\mathbf{x}, q, p ; t)$ over all possible lengths $x$ of the quantum dipole:

$$
\begin{equation*}
\tilde{\rho}_{w}(\theta, \phi, q, p ; t)=\int_{0}^{1} d x x^{2} \rho_{w}(x, \theta, \phi, q, p ; t) \tag{3.7}
\end{equation*}
$$

Second, we define the contracted Liouvillian $\widetilde{\mathscr{L}}$ as follows:

$$
\begin{equation*}
\frac{\partial}{\partial t} \tilde{\rho}_{w}=\tilde{\mathscr{L}} \tilde{\rho}_{w} \equiv \int_{0}^{\infty} d x x^{2} \hat{\mathscr{L}} \rho_{w}(x, \theta, \phi, q, p ; t) \tag{3.8}
\end{equation*}
$$

After straightforward but rather tedious calculations, we find

$$
\begin{align*}
\tilde{\mathscr{L}} \tilde{\rho}_{w}= & \frac{1}{4 \pi}\left(-p \frac{\partial}{\partial q}+\Omega^{2} q \frac{\partial}{\partial p}\right) \rho_{w, 0}+\frac{q}{4 \pi} \frac{\partial}{\partial p} \rho_{w 1} \\
& +\frac{\sin \theta \cos \theta}{2 \pi}\left\{\left(-p \frac{\partial}{\partial q}+\Omega^{2} q \frac{\partial}{\partial p}\right) \rho_{w 1}+g \frac{\partial}{\partial p} \rho_{w 0}+\omega_{0} \rho_{w 2}\right\} \\
& +\frac{\sin \theta \sin \phi}{2 \pi}\left\{\left(-p \frac{\partial}{\partial q}+\Omega^{2} q \frac{\partial}{\partial p}\right) \rho_{w 2}-\omega_{0} \rho_{w 1}-2 g q \rho_{w 3}\right\} \\
& +\frac{\cos \theta}{2 \pi}\left\{\left(-p \frac{\partial}{\partial q}+\Omega^{2} q \frac{\partial}{\partial p}\right) \rho_{w 3}+2 g q \rho_{w 22}\right\} \tag{3.9}
\end{align*}
$$

Finally, comparing (3.9) with (3.8) gives the result

$$
\begin{align*}
& \frac{\partial}{\partial t} \rho_{w 0}=\left(-p \frac{\partial}{\partial q}+\Omega^{2} q \frac{\partial}{\partial p}\right) \rho_{w 0}+g \frac{\partial}{\partial p} \rho_{w 1}  \tag{3.10a}\\
& \frac{\partial}{\partial t} \rho_{w 1}=\left(-p \frac{\partial}{\partial q}+\Omega^{2} q \frac{\partial}{\partial p}\right) \rho_{w 1}+g \frac{\partial}{\partial p} \rho_{w 0}+\omega_{0} \rho_{w 2}  \tag{3.10b}\\
& \frac{\partial}{\partial t} \rho_{w 2}=\left(-p \frac{\partial}{\partial q}+\Omega^{2} q \frac{\partial}{\partial p}\right) \rho_{w 2}-\omega_{0} \rho_{w 1}-2 g q \rho_{w 3}  \tag{3.10c}\\
& \frac{\partial}{\partial t} \rho_{w 3}=\left(-p \frac{\partial}{\partial q}+\Omega^{2} q \frac{\partial}{\partial p}\right) \rho_{w 3}+2 g q \rho_{w 3} \tag{3.10d}
\end{align*}
$$

Note that this set of four partial differential equations is exact. The solution to this set of equations is completely equivalent to that of the quantum
spin-boson problem. We also emphasize that the mathematical structure of (3.10) for the reduced Wigner distributions is quite different from that obtained for $\rho_{w}$ itself. ${ }^{\text {(13) }}$

We now reformulate the dynamical equations for the $\rho_{w j}$ into a more familiar representation. We define the probability vector as

$$
\begin{align*}
\left|\rho_{w}(q, p ; t)\right\rangle= & \rho_{w 0}(q, p ; t)|0\rangle+\rho_{w 1}(q, p ; t)|1\rangle \\
& +\rho_{w 2}(q, p ; t)|2\rangle+\rho_{w 3}(q, p ; t)|3\rangle \tag{3.11}
\end{align*}
$$

where the vector $|j\rangle$ satisfies the orthonormality condition

$$
\begin{equation*}
\langle j \mid k\rangle=\delta_{j, k}, \quad j, k=0,1,2,3 \tag{3.12}
\end{equation*}
$$

Equations (3.10) recover the Liouville-like form

$$
\begin{equation*}
\frac{\partial}{\partial t}\left|\rho_{w}(q, p ; t)\right\rangle=\hat{A}\left|\rho_{w}(q, p ; t)\right\rangle \tag{3.13}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{\Lambda}= & \left(-p \frac{\partial}{\partial q}+\Omega^{2} q \frac{\partial}{\partial p}\right) \hat{\sigma}_{0}+g \frac{\partial}{\partial p}(|0\rangle\langle 1|+|1\rangle\langle 0|) \\
& -\omega_{0}(|2\rangle\langle 1|-|1\rangle\langle 2|)-2 g q(|2\rangle\langle 3|-|3\rangle\langle 2|) \tag{3.14}
\end{align*}
$$

In this formalism, to any quantum observable $\hat{A}$ is associated a vector $|A\rangle$ and its time-dependent expectation value:

$$
\begin{equation*}
\langle\hat{A}\rangle(t)=\int d q \int d p\langle A| \exp (\hat{\Lambda} t)\left|\rho_{w}(q, p ; 0)\right\rangle \tag{3.15}
\end{equation*}
$$

This allows us to define an evolution operator for the observable $|A\rangle$ :

$$
\begin{equation*}
\int d q \int d p\langle A| \exp (\hat{A} t)\left|\rho_{w}\right\rangle=\int d q \int d p\left\langle A(t) \mid \rho_{w}\right\rangle \tag{3.16}
\end{equation*}
$$

where

$$
\begin{equation*}
|\hat{A}(t)\rangle=\exp (\hat{\Gamma} t)|A\rangle \tag{3.17}
\end{equation*}
$$

Note that $\hat{\Gamma}$ is the adjoint to $\hat{A}$, so that

$$
\begin{equation*}
\hat{\Gamma}=-\hat{\Lambda} \tag{3.18}
\end{equation*}
$$

The next step consists in making the assumption that the initial density matrix of the spin-boson Hamiltonian factors,

$$
\begin{equation*}
\hat{\rho}(t=0)=\frac{1}{2}\left(\hat{\sigma}_{0}+\sum_{j=1}^{3}\left\langle\hat{\sigma}_{j}\right\rangle \hat{\sigma}_{j}\right) \hat{\rho}_{B}(\hat{q}, \hat{p} ; t=0) \tag{3.19}
\end{equation*}
$$

where $\hat{\rho}_{B}(\hat{q}, \hat{p} ; t=0)$ denotes the oscillator density matrix at the initial time $t=0$. The probability vector (3.11) corresponding to this state is

$$
\begin{equation*}
\left|\rho_{w}\right\rangle=\rho_{B w}(q, p)\left[|0\rangle+\sum_{j=1}^{3}\left\langle\hat{\sigma}_{j}(0)\right\rangle|j\rangle\right] \tag{3.20}
\end{equation*}
$$

where $\rho_{B w}(q, p)$ is the Wigner distribution corresponding to the density matrix $\hat{\rho}_{B}(\hat{q}, \hat{p})$. Note that the initial conditions on the spin- $1 / 2$ system are expressed in terms of the state vector:

$$
\begin{equation*}
|\pi\rangle=\left[|0\rangle+\sum_{j=1}^{3}\left\langle\hat{\sigma}_{j}(0)\right\rangle|j\rangle\right] \tag{3.21}
\end{equation*}
$$

Using (3.16) and (3.20), we obtain

$$
\begin{equation*}
\langle\hat{A}\rangle(t)=\int d q \int d p \rho_{B w}(q, p)\langle\pi| \exp (\hat{\Gamma} t)|A\rangle \tag{3.22}
\end{equation*}
$$

where the scalar product $\langle\pi| \exp (\hat{\Gamma} t)|A\rangle$ is a function of the initial coordinates $p$ and $q$, as is evident from the definition of $\hat{\Gamma}$. The quantum result is obtained from (3.22) by averaging the single trajectory $\langle\pi| \exp (\hat{\Gamma} t)|A\rangle$ over the ensemble distribution of initial conditions for the mode of the electric field. It is important to note that the distribution function $\rho_{B w}(q, p)$ in (3.22) is always well-behaved. To complete this procedure, we need the equations of motion for the trajectories $\langle\pi| \exp (\hat{\Gamma} t)|A\rangle$.

As in (2.5), we are interested in the evolution of the spin operators. This leads us to the definitions

$$
\begin{align*}
x_{i}(q, p ; t) & =\langle\pi| \exp (\hat{\Gamma} t)|j\rangle \\
q(q, p ; t) & =\langle\pi|[\exp (\hat{\Gamma} t)] q|0\rangle  \tag{3.23}\\
p(q, p ; t) & =\langle\pi|[\exp (\hat{\Gamma} t)] p|0\rangle
\end{align*}
$$

so the equations of motion for these variables are

$$
\begin{align*}
\dot{x}_{1}(t) & =\omega_{0} x_{2}(t) \\
\dot{x}_{2}(t) & =-\omega_{0} x_{1}(t)-2 g\langle\pi|[\exp (\hat{\Gamma} t)] q|3\rangle \\
\dot{x}_{3}(t) & =2 g\langle\pi|[\exp (\hat{\Gamma} t)] q|2\rangle  \tag{3.24}\\
\dot{q}(t) & =p(t) \\
\dot{p}(t) & =-\Omega^{2} q(t)-g x_{1}(t)
\end{align*}
$$

where the initial conditions are

$$
\begin{align*}
x_{j}(q, p ; 0) & =\left\langle\hat{\sigma}_{j}\right\rangle(0) \\
q(q, p ; 0) & =q  \tag{3.25}\\
p(q, p ; 0) & =p
\end{align*}
$$

We see that like (2.5), the dynamic equations (3.24) are not closed. In the Appendix we demonstrate that

$$
\begin{align*}
& \langle\pi|[\exp (\hat{\Gamma} t)] q|3\rangle \cong\langle\pi|[\exp (\hat{\Gamma} t)] q|0\rangle\langle\pi| \exp (\hat{\Gamma} t)|3\rangle \\
& \langle\pi|[\exp (\hat{\Gamma} t)] q|2\rangle \cong\langle\pi|[\exp (\hat{\Gamma} t)] q|0\rangle\langle\pi| \exp (\hat{\Gamma} t)|2\rangle \tag{3.26}
\end{align*}
$$

which is equivalent to neglecting the contribution of $\hat{\mathscr{L}}_{\mathrm{QGD}}$ in (2.6). This factorization leads to a closed set of classical equations that are correct to first order in the coupling constant $g$. A more complete discussion of this approximation in the resonant case $\left(\omega_{0}=\Omega\right)$ is given in the Appendix. Equations (3.24) in this approximation are

$$
\begin{align*}
\dot{x}_{1}(t) & =\omega_{0} x_{2}(t) \\
\dot{x}_{2}(t) & =-\omega_{0} x_{1}(t)-2 g q(t) x_{3}(t) \\
\dot{x}_{3}(t) & =2 g q(t) x_{2}(t)  \tag{3.27}\\
\dot{q}(t) & =p(t) \\
\dot{p}(t) & =-\Omega^{2} q(t)-g x_{1}(t)
\end{align*}
$$

which can be numerically integrated.
This completes our approximation scheme. We integrate (3.27) to obtain the quantum result by averaging the classical trajectories over the following distribution of initial conditions:

$$
\begin{align*}
& \rho_{w}(x, q, p ; t=0) \\
& \left.\quad=\rho_{B w}(q, p) \delta\left(x_{1}-\left\langle\hat{\sigma}_{1}\right\rangle\right)\right) \delta\left(x_{2}-\left\langle\hat{\sigma}_{2}\right\rangle\right) \delta\left(x_{3}-\left\langle\hat{\sigma}_{3}\right\rangle\right) \tag{3.28}
\end{align*}
$$

In the initial state the spin is specified separately from the coherent field and the two are assumed to have not as yet interacted.

## 4. ERGODICITY AND CHAOS

In this section we analyze the behavior of the classical system obtained from the spin-boson Hamiltonian. As we pointed out earlier, the solution to the system (3.27) is chaotic for a certain range of parameter values. This
means that trajectories starting close together in phase separate exponentially and this initial correlation is lost after a certain time. An important aspect of this semiclassical chaos is the appearance of relaxation properties which are, in principle, unexpected in a system with a limited number of degrees of freedom. This is just the kind of system we have, two states for the spin- $1 / 2$ dipole and an oscillator representing the electric field. Therefore we would be tempted to say that the original semiclassical chaos, manifesting itself through erratic trajectories, is now replaced by a single regular but dissipative trajectory.

One of the most widely accepted indicators of chaotic motion is the Lyapunov exponent for the trajectory. ${ }^{(27)}$ In common practice the mean exponential rate of divergence of two initially adjacent trajectories is given by the Lyapunov exponent. For an $M$-dimensional set of differential equations the definition of the Lyapunov exponent is

$$
\begin{equation*}
\gamma\left(x_{0}, \omega\right)=\lim _{t \rightarrow \infty} \frac{1}{t} \ln \left[\frac{d\left(x_{0}, t\right)}{d\left(x_{0}, 0\right)}\right], \quad d(0) \rightarrow 0 \tag{4.1}
\end{equation*}
$$

where the separation between two initially adjacent trajectories at time $t$ is

$$
\begin{equation*}
d\left(x_{0}, t\right)=\left\|X\left(x_{0}+\varepsilon \omega, t\right)-X\left(x_{0}, t\right)\right\| \tag{4.2}
\end{equation*}
$$

where $\|\cdot\|$ denotes the norm. Here $X\left(x_{0}, t\right)$ is the trajectory at time $t$ and $X\left(x_{0}, t=0\right)=x_{0}$. Further, $\varepsilon \ll 1$ and $\|\omega\|=1$. It is possible to show that there are $M$, possibly nondistinct, Lyapunov exponents, corresponding to the $M$ possibly independent directions of $\omega$, and these do not depend on the choice of metric for the space.

The computation of the Lyapunov exponent is, in general, a nontrivial task. It is much easier to obtain the largest exponent for a given trajectory. Using the method of Benettin et al., ${ }^{(28)}$ we have calculated this exponent for different values of the parameters. The main computational results can be summarized as follows:

1. The trajectories have the greatest Lyapunov exponents in the resonant case, $\Omega=\omega_{0}$. In Fig. 1 we see that the exponents are negligibly small and positive for the coupling coefficient $g \leqslant 10$. There is, however, a threshold in the largest Lyapunov value in the neighborhood of $g=11$, after which the exponent clearly becomes large and positive. The dependence of the largest Lyapunov exponent is an increasing function of $g$ on the average. We conclude from this figure that the trajectories are regular for $g \leqslant 10$ and chaotic for $g \geqslant 11$.
2. When the spin-boson system is no longer in resonance ( $\omega_{0} \neq \Omega$ ) the largest exponent is on the order of 0.1 for most values of $g$, including those that are very large.


Fig. 1. The largest Lyapunov exponent of the set of differential equations (3.27) as a function of the coupling strength $g$. The parameters used are $\omega_{0}=\Omega=2 \pi$ and $\bar{n}=5$.

The Berry-Vorhos hypothesis states that the Wigner distribution for the stationary state of an ergodic system is given by the microcanonical distribution. ${ }^{(29,30)}$ We directly verify this hypothesis in the present case by noting that a system is called ergodic if the time average and the phase space average are equal. If $f(y)$ is an integrable function of a representative phase space point $y$, then the time average is

$$
\begin{equation*}
\langle f\rangle_{T}=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{t_{0}}^{t_{0}+T} f(y(t)) d t \tag{4.3}
\end{equation*}
$$

and the phase space average is

$$
\begin{equation*}
\langle f\rangle_{S}=\frac{1}{\Sigma(E)} \int_{S_{E}} f(y) d S_{E}=\frac{1}{\Sigma(E)} \int \delta(H(y)-E) d y \tag{4.4}
\end{equation*}
$$

where $d S_{E}$ is an element of area on a surface of constant energy, which is invariant during the evolution of the system. The quantity $\Sigma(E)$ is the total area of the constant-energy surface and is defined as

$$
\begin{equation*}
\Sigma(E)=\int_{S_{E}} d S_{E}=\int \delta(H(y)-E) d y \tag{4.5}
\end{equation*}
$$

and is the normalization constant in (4.4).

To understand the relation between time and space averages of the spin-boson system, we calculate the phase space average of the $z$ component of the spin:

$$
\begin{align*}
\left\langle\hat{\sigma}_{z}\right\rangle_{s}= & {\left[\int d q \int d p \int d \theta \int d \phi \sin \theta \cos \theta\right.} \\
& \left.\times \delta\left(E+\frac{1}{2} \omega_{0} \cos \theta-g q \sin \theta \cos \phi-\frac{1}{2} \Omega^{2} q^{2}-\frac{1}{2} p^{2}\right)\right] \\
& \times\left[\int d q \int d p \int d \theta \int d \phi \sin \theta\right. \\
& \left.\times \delta\left(E+\frac{1}{2} \omega_{0} \cos \theta-g q \sin \theta \cos \phi-\frac{1}{2} \Omega^{2}-\frac{1}{2} p^{2}\right)\right]^{-1} \tag{4.6}
\end{align*}
$$

The integration over the variables $q$ and $p$ can be carried out easily and yields

$$
\begin{equation*}
\left\langle\hat{\sigma}_{z}\right\rangle_{s}=\int_{S_{E}>0} d \theta \int d \phi \sin \theta \cos \theta\left[\int_{S_{E}>0} d \theta \int d \phi \sin \theta\right]^{-1} \tag{4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{E}=2 E+\omega_{0} \cos \theta+\frac{g^{2}}{\Omega^{2}} \sin ^{2} \theta \cos ^{2} \phi \tag{4.8}
\end{equation*}
$$

This last integration (4.7) must be performed numerically. We do this using a Monte Carlo integration method. The phase space average of $\left\langle\hat{\sigma}_{z}\right\rangle$ is shown in Figs. 2-4 (solid line), together with the corresponding time average (dashed line) for different values of the energy and parameters of the system. The time average is done using the numerical solutions of the nonlinear equations of motion.

In Fig. 2 we depict a strong ( $g=20$ ) resonant ( $\omega_{0}=\Omega$ ) interaction for the spin-boson system. We can see that the average $z$ component of the dipole is ergodic for a continuum of energy values, i.e., the time and phase space averages are essentially the same. Note that this is the chaotic regime for the semiclassical trajectories. This same behavior is evident in Fig. 3, where $g=11$, but not in Fig. 4, where $g=5$. In the latter case, when the largest Lyapunov exponent is very small, the deviation between time and phase space averages appears over most energy values. However, this deviation from ergodicity is not as marked as that in the nonresonant case shown in Fig. 5. In this latter figure there is no similarity between the two


Fig. 2. Mean value of the $z$ component of the dipole at the fixed energy $E$ of the classical Hamiltonian corresponding to the set of equations (3.27). The full line is the theoretical prediction for the average over the microcanonical distribution. The dashed line is the numerical time average [see (4.3)]. The parameters used are $g=20, \omega_{0}=\Omega=2 \pi, \bar{n}=5$.


Fig. 3. Mean value of the $z$ component of the dipole at the fixed energy $E$ of the classical Hamiltonian corresponding to the set of equations (3.27). The full line is the theoretical prediction for the average over the microcanonical distribution. The dashed line is the numerical time average [see (4.3)]. The parameters used are $g=11, \omega_{0}=\Omega=2 \pi, \bar{n}=5$.


Fig. 4. Mean value of the $z$ component of the dipole at the fixed energy $E$ of the classical Hamiltonian corresponding to the set of equations (3.27).The full line is the theoretical prediction for the average over the microcanonical distribution. The dashed line is the numerical time average [see (4.3)]. The parameters used are $g=5, \omega_{0}=\Omega=2 \pi, \bar{n}=5$.


Fig. 5. Mean value of the $z$ component of the dipole at the fixed energy $E$ of the classical Hamiltonian corresponding to the set of equations (3.27). The full line is the theoretical prediction for the average over the microcanonical distribution. The dashed line is the numerical time average $\left[\right.$ see (4.3)]. The parameters used are $g=20, \omega_{0}=0.01, \Omega=2 \pi, \bar{n}=5$.
averages. This means that the trajectories are constrained away from some regions of the energy surface in phase space. Note that this is the situation even in the case where the largest Lyapunov exponent is positive but small.

## 5. OTHER NUMERICAL RESULTS

Let us now turn our attention from the semiclassical equations (3.27) to the purely quantum system (3.24). We select an initial state in which the spin- $1 / 2$ dipole is in a pure state aligned along the $z$ axis $\left(x_{3}=1\right)$ and the electric field is in a coherent state. The ensemble distribution for the initial state is then

$$
\begin{align*}
& \rho_{w}(\mathbf{x}, q, p ; t=0)= \frac{1}{\pi} \\
& \exp \left\{-\left[\Omega^{1 / 2} q-(2 \bar{n})^{1 / 2}\right]^{2}\right\}  \tag{5.1}\\
& \times \exp \left(-\frac{p^{2}}{\Omega}\right) \delta\left(x_{3}-1\right) \delta\left(x_{2}\right) \delta\left(x_{1}\right)
\end{align*}
$$

Note that the coherence assumption for the Bose field gives rise to a Gaussian distribution in both $q$ and $p$, where $\bar{n}$ is the average number of bosons in the field.

In Section 4, where we first discussed the numerical calculations, it became evident that the neglect of $\hat{\mathscr{L}}_{\mathrm{QGD}}$, the approximation made in going from the quantum phase space equations (3.24) to the semiclassical ones (3.27), is only valid for the system out of resonance and for small coupling strengths $g$. Of course this is precisely the parameter range where the semiclassical equations have regular trajectories for solutions.

In Fig. 5 we compare the average $z$ component of the spin operator calculated using (3.24) and averaging over the initial distribution (5.1) with the theoretical prediction of Bonci, Grigolini, and Vitali (BGV). ${ }^{(19)}$ The BGV prediction is closely related to the well-known treatment of quantum dissipation of Leggett and co-workers. ${ }^{(31)}$ A detailed discussion of the merits and limitations of the former theoretical approach is given by Vitali and Grigolini, ${ }^{(32)}$ who stress that in these latter approaches the reaction of the field to the evolution of the spin is neglected, thereby inadvertently suppressing important nonlinear effects. In Fig. 6a we observe that the interacting system without the backreaction yields a BGV prediction obtained from integrating the Liouville-von Neumann equations which coincides with averaging over the semiclassical trajectories using (3.22). Both calculations yield results for the spin-field system in which the boson field does not react and which is characterized by collapses and revivals. After an initial collapse followed by a long quiescent interval the average value of $\hat{\sigma}_{z}$


Fig. 6. (a) ... (b) Entropy of the spin-1/2 dipole as a function of time [see (5.3)]. The dashed line denotes the theoretical maximum value for the entropy. The parameters used are the same as those of (a).
suddenly begins to oscillate for a time and then collapses again. This behavior repeats again and again.

The phenomenon of collapse and revival is obtained via an averaging of different trajectories and is due to the quasiperiodic nature of the semiclassical trajectories leading to interference effects. Note that this classical system is not ergodic. According to the BGV interpretation, the collapse observed in Fig. 6a depends on a "multiplicative stochastic" process formally equivalent to Kubo's stochastic coefficient (frequency) based on random fluctuations external to the system; in the present model the multiplicative fluctuations are generated by the dynamics of a single quantum oscillator. Semiclassical trajectories with different initial conditions are characterized by slightly different "oscillation frequencies" in the nonchaotic case and interference between these different members of the ensemble yields a Gaussian decay in time of the average spin- $1 / 2$ operators.

This functional form of the collapse was also obtained by Kubo ${ }^{(33)}$ for his stochastic oscillator and by Cummings ${ }^{(34)}$ for the JCM. It has therefore been concluded by a number of investigators that this phenomenon of collapse corresponds to a relaxation process. If it were a true relaxation process, however, the revival would not follow.

In any event our approximation scheme for the Wigner distribution does very well in following the results obtained from the numerical integration of the Liouville-von Neumann equation in the parameter regime far from resonance when the $\hat{\mathscr{L}}_{\text {QGD }}$ term is neglected. It works well even for strong coupling ( $g=20$ ), which was not expected. However, this coincidence breaks down in the case of resonance.

In Fig. 7a the two procedures agree during the first collapse of $\left\langle\hat{\sigma}_{z}\right\rangle$;


Fig. 7. (a) Mean value of the $z$ component of the spin operator as a function of time. The solid curve is the prediction from the numerically integrated equation of motion; the dashed line is the result obtained by averaging the trajectories of (3.27) over the initial distribution of (5.1). The parameters used are $g=20, \omega_{0}=\Omega=2 \pi, \bar{n}=5$. (b) Entropy of the spin- $1 / 2$ dipole as a function of time [see (5.3)]. The dashed line denotes the theoretical maximum value for the entropy. The parameters used are the same as those of (a).
however, the subsequent predicted evolution of the system when $\omega_{0}=\Omega$ is quite different. It is apparent that in this parameter regime, where the semiclassical motion is chaotic, the averages over trajectories starting from different initial conditions give regular motion characterized by a relaxation process. Using the method of Benettin et al., we evaluate the Lyapunov coefficient $\lambda$, which in the case of Fig. 7a turns out to be on the order of unity. It is worthwhile to point out that unlike the Kubo relaxation process discussed above, the decorrelation mechanism is here given by the internal dynamics of the spin-boson system rather than being external as in the stochastic fluctuations of Kubo.

As we said with regard to Fig. 7a, we depict two results of averaging in which the effects of chaotic trajectories are included. One uses (3.27), in which $\hat{\mathscr{L}}_{\text {QGD }}$ is neglected, and another takes the full Hamiltonian dynamics into account by numerical integration of the Liouville-von Neumann equatons of motion. We refer to the latter as the exact calculation. We see in Fig. 7a that at the end of the standard relaxation process the system reaches a sort of thermodynamic equilibrium and that all revivals after the first are suppressed. It is clear that the collapse is now irreversible due to the subsequent incoherence of the chaotic trajectories. This is even more evident in the dashed curve for the average over the semiclassical trajectories, thereby not including the QGD.

The curve labeled exact in Fig. 7a includes the antidiffusional effects of QGD and shows a clear peak where the first revival is depicted in Fig. 6a. It has already been remarked that the QGD mechanism becomes essential in the presence of thermal fluctuations. It is possible to show that in the resonant case the QGD mechanism might be significant even in the case of weak spin-field coupling. Our numerical results indicate that the same parameter values that trigger chaos in the semiclassical trajectories also stimulate the QGD mechanism. We are thus lead to conclude that the QGD mechanism reacts against the spreading of chaotic trajectories, i.e., the relaxation process, and tends to recover, at least in part, the original correlations in the initial state.

We test the above interpretation by numerically integrating the Liouville-von Neumann equations for the density matrix and taking the trace over the field variables to obtain the spin density matrix $\hat{\rho}_{s}(t)$ :

$$
\begin{equation*}
\hat{\rho}_{s}(t)=\operatorname{Tr}_{\text {boson }}[\hat{\rho}(t)] \tag{5.2}
\end{equation*}
$$

and defining the entropy for the spin-1/2 dipole as

$$
\begin{equation*}
S=-\operatorname{Tr}_{\text {spin }}\left[\hat{\rho}_{s}(t) \ln \hat{\rho}_{s}(t)\right] \tag{5.3}
\end{equation*}
$$

We see in Fig. 6b that the entropy $S$ of the dipole subsystem monotonically increases until it reaches its maximum value $(\ln 2=0.693)$ at the end of the collapse process. However, once attained, the maximum entropy is eventually lost, the order of the spin system being restored by continued interaction with the boson field. The entropy monotonically decreases beyond its maximum to a minimum in the interval of the revival. This behavior of the entropy clearly indicates that the dynamics of the mixed state of the spin- $1 / 2$ dipole is reversible, i.e., it is not ergodic in this parameter regime. ${ }^{(15)}$

In Fig. 7b the entropy is calculated using the spin distribution, numerically determined by the full nonlinear dynamical equations, i.e., those in which the backreaction of the boson field is included. We note that the entropy monotonically approaches a plateau, as it should for an irreversible process. However, in the vicinity of the first revival, a ghost is observed in the form of a slight decrease in the entropy. This blip indicates a competition between the irreversible effects of chaos and the reversible effects of QGD, both of which are present in the exact calculation. It is clear, however, that in this case the effects of chaos are essentially irreversible. ${ }^{(15)}$

## 6. CONCLUSIONS

The generalized Wigner distribution is a useful tool for obtaining an approximation to the nonlinear dynamic equations describing the evolution of a quantum mechanical system. Using the spin-boson Hamiltonian, we found that in the far-from-resonance situation, this approximation recovers the exact quantum result. In the resonant case, that corresponding to the chaotic regime for the semiclassical trajectories, the Wigner method as used here breaks down. However, the technique provides a new insight into the evolution of quantum systems through the separation of the Liouville operator into the two parts $\hat{\mathscr{L}}_{\mathrm{cl}}$ and $\hat{\mathscr{L}}_{\mathrm{QGD}}$.

In the above framework the semiclassical description of the system evolution is given by $\hat{\mathscr{L}}_{\text {cl }}$. In certain parameter regimes we find that $\hat{\mathscr{L}}_{\text {cl }}$ leads to chaotic trajectories which in and of themselves lead to dissipation in the quantum domain due to interference in the appropriate averages. The second operator $\hat{\mathscr{L}}_{\text {QGD }}$ has a diffusionlike structure, but the state dependence of the "diffusion coefficient" results in its not being positivedefinite and has been recently shown ${ }^{(14)}$ to compete with thermal diffusion to fulfill the quantization prescription of quantum mechanics. This second operator provides the mechanism for the "quantum suppression of classical chaos" discussed in ref. 12. Let us contrast these results with the traditional
picture of a quantum system coupled to a heat bath. Quantum dissipation in these earlier models arises from the infinite number of degrees of freedom in the bath, which for technical reasons is generally treated as being linear (e.g., ref. 35). In the present paper, however, dissipation is found to also be a quantum manifestation of the chaos in the semiclassical trajectories. This latter dissipation has nothing to do with the traditional "heat bath" and is a consequence of the nonintegrability of the spin-boson Hamiltonian. Thus, quantum irreversibility is herein not a many-body effect, but rather one due to an implicit nonlinearity leading to chaos.

## APPENDIX

Herein we examine the degree of validity of the factorization approximation (3.25) by introducing the correlation function

$$
\begin{equation*}
C(t)=\langle\pi|[\exp (\hat{\Gamma} t)] \hat{q}|3\rangle-\langle\pi|[\exp (\hat{\Gamma} t)] \hat{q}|0\rangle\langle\pi| \exp (\hat{\Gamma} t)|3\rangle \tag{A.1}
\end{equation*}
$$

where the evolution operator is given by (3.18) and (3.14). The expansion of $C(t)$ to increasing orders of the coupling parameter $g$ is carried out as follows:

$$
\begin{align*}
& \exp \left[\left(\hat{\Gamma}_{0}+g \hat{\Gamma}_{1}\right) t\right] \\
&= {\left[\exp \left(\hat{\Gamma}_{0} t\right)\right]\left\{1+\int_{0}^{t}\left[\exp \left(-\hat{\Gamma}_{0} \tau\right)\right] g \hat{\Gamma}_{1}\right.} \\
&\left.\times \exp \left[\left(\hat{\Gamma}_{0}+g \hat{\Gamma}_{1}\right) \tau\right] d \tau\right\} \tag{A.2}
\end{align*}
$$

where the evolution operator has been separated into the two pieces

$$
\begin{align*}
& \hat{\Gamma}_{0} \equiv\left[p \frac{\partial}{\partial q}-\Omega^{2} q \frac{\partial}{\partial p}\right]-\omega_{0}[|2\rangle\langle 1|-|1\rangle\langle 2|] \\
& \hat{\Gamma}_{1} \equiv 2 q[p|3\rangle\langle 2|-|2\rangle\langle 3|]-\frac{\partial}{\partial p}[|0\rangle\langle 1|+|1\rangle\langle 0|] \tag{A.3}
\end{align*}
$$

We introduce (A.2) into (A.1) and observe that the lowest order term in $g$, i.e., $g=0$, has a vanishing correlation function: $C(t ; g=0)=0$. The next-order terms in $g$ are given by

$$
\begin{align*}
C(t) \cong & g\langle\pi| \int_{0}^{t}\left\{\exp \left[-\hat{\Gamma}_{0}(\tau-t)\right]\right\} \hat{\Gamma}_{1} \exp \left(\hat{\Gamma}_{0} \tau\right)|3\rangle \\
& -g\langle\pi|\left\{\exp \left[-\hat{\Gamma}_{0} t\right]\right\} q|0\rangle \\
& \times\langle\pi| \int_{0}^{t}\left\{\exp \left[-\hat{\Gamma}_{0}(\tau-t)\right]\right\} \hat{\Gamma}_{1} \exp \left(\hat{\Gamma}_{0} \tau\right)|3\rangle d \tau \\
& -g\langle\pi| \exp \left(\hat{\Gamma}_{0} t\right)|3\rangle \\
& \times\langle\pi| \int_{0}^{t}\left\{\exp \left[-\hat{\Gamma}_{0}(\tau-t)\right]\right\} \hat{\Gamma}_{1} \exp \left(\hat{\Gamma}_{0} \tau\right)|0\rangle d \tau+O\left(g^{2}\right) \tag{A.4}
\end{align*}
$$

where, using (A.3), we obtain

$$
\begin{align*}
& {\left[\exp \left(-\hat{\Gamma}_{0} \tau\right)\right] \Gamma_{1} \exp \left(\hat{\Gamma}_{0} \tau\right)} \\
& \quad=2 g\left(q \cos \Omega t+\frac{p}{\Omega} \sin \Omega t\right) \\
& \quad \times\left[(|3\rangle\langle 2|-|2\rangle\langle 3|) \cos \omega_{0} t+(|3\rangle\langle 1|+|1\rangle\langle 3|) \sin \omega_{0} t\right] \\
& \quad-g\left(\frac{\partial}{\partial p} \cos \Omega t-\frac{\sin \Omega t}{\Omega} \frac{\partial}{\partial q}\right) \\
& \quad \times\left[(|0\rangle\langle 1|+|1\rangle\langle 0|) \cos \omega_{0} t+(|2\rangle\langle 0|-|0\rangle\langle 2|) \sin \omega_{0} t\right] \tag{A.5}
\end{align*}
$$

Without writing out the explicit expressions for the correlation function to $O\left(g^{2}\right)$, it is clear that in the resonant case $\left(\Omega=\omega_{0}\right)$ the integrals over time in (A.4) result in secular terms. These terms remain bounded in the nonresonant case. In other words, when $\omega_{0}=\Omega$, our factorization approximation neglects terms proportional to time and therefore is at best accurate for some small time interval. To be more precise, the method is correct when the coupling parameter is less than either of the two frequencies and the detuning parameter $g<\Lambda=\left|\omega_{0}-\Omega\right|$.
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